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What can lossy compression learn from humans?
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Lossy image compression

e EXplosion in digital images requires increasingly
more storage space
o Example: 12 megapixel camera on iPhone X
m Jotal of 36 (RGB) or 18 MB per image (YUV
4:2:0)
m Sharing a photo aloum with just 100 pictures
takes at least 1.8 GB data to be transmitted
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Figure: Typical lossy image compression framework

e | ossless compression gives only ~2:1 compression
(on average)
o Some loss must be tolerated

e Flaws of traditional lossy compressors, especially
at low bit rates:
o Staircase noise (aliasing) along curved edges
o Blockiness
o Posterization
o Generation Loss

Human-centric compression

e Question: Can we create more efficient lossy
compressors by preserving only what humans
perceive as important?

Goals:

o A more human-centric approach to image
compression

o Use of the vast public repository of images
already available on the Internet

The human-centric approach:

o Optimize for what humans care about by
prioritizing high level semantic descriptions
rather than arbitrary loss functions (RMSE,
SSIM, etc.)

o Leverage the efficiency of human language
(rather than encoding and decoding pixels)

Methods
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when you're done with that take a look at these
https://public-media.smithsonianmag.com/filer/32/f2/32f24473-b380-43f5-9
4df-da0e58644439/16301090250_acf80be87f_o.jpg
https://img.purch.com/w/192/aHR0cDovL3d3dy5saXZIc2NpZW5jZS5jb20v
aW1hZ2VvzL2kvMDAwLzA20C8wOTQvaTMwMCOnaXJhZmZILmpwZz8x
NDATMDA4NDQy

sure

while you're editing that giraffe

its spots are too dark

make it look like the other giragge...

make the right one bigger than the left

make the heads level

wait back

put the left one where it was before

good

now move the right giraffe to the left so that their necks cross
good

move them both to the center

make them both taller as well

their heads should be above the middle line of shrubs...

e \When reconstruction has been completed to the describer’s
satisfaction, the compression experiment is stopped

e The processed and bzip2-compressed text transcript is the
compressed representation of the original image
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Testing and Results

e Used WebP to lossily compress the original image to a size

similar to the text-based representation

e Used Amazon Mechanical Turk to evaluate images

[« I (completely unsatisfied) 2 3 4
5 6 7 8 9
10 (completely satisfied)

Jrosse Original | Compressed chat | WebP size Mean score Median score
size (KB) size (KB) (KB) Human | WebP | Human | WebP

arch 1119 3.805 3.840 4.04 5.1 3 5
balloon 92 1.951 2.036 6.22 5.45 7 6
beachbridge 3263 4.604 4.676 4.34 3.92 4 4
eiffeltower 2245 4.363 4.394 5.98 5.77 6 6
face 1885 2.649 2.762 2.95 5.47 3 6
fire 4270 2.407 2.454 6.74 5.09 7 5
giraffe 5256 3.107 3.144 6.28 4.48 7 4
guitarman 1648 2.713 2.730 4.88 4.07 5 4
intersection 3751 3.157 3.238 6.8 4.15 7 4
rockwall 4205 6.613 6.674 4.41 4.85 4 5
sunsetlake 1505 4.077 4.088 5.08 4.82 5 5}
train 3445 1.948 2.024 6.85 3.62 7 3
wolfsketch 1914 0.869 0.922 8.25 3.46 9 3

‘_(-‘.

by

S
F"P P
I ll ﬂ

w: {"’
N 1

%
¢-~:.s

b,

e Human compression can outperform traditional compression at

very low bit rates

e Using semantically and structurally similar images from a large

database can dramatically improve compression ratio

e Demonstrated room for growth in lossy compression

Future work

e Human compression framework is useful as an exploratory tool,
but not practical:
o Use GANSs to perform description and reconstruction’
o Use neural networks to predict human scores?
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